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Abstract: Chemical reactions that involve radical intermediates can be influenced by mag-
netic fields, which act to alter their rate, yield, or product distribution. These effects have
been studied extensively in liquids, solids, and constrained media such as micelles. They may
be interpreted using the radical pair mechanism (RPM). Such effects are central to the field
of spin chemistry of which there have been several detailed and extensive reviews. This re-
view instead presents an introductory account of the field of spin chemistry, suitable for use
by graduate students or researchers who are new to the area. It proceeds by giving a brief his-
torical overview of the development of spin chemistry, before introducing the essential the-
ory. This is then illustrated by application to a series of recent developments in solution-phase
magnetic field effects (MFEs). The closing pages of this review describe the role played by
spin chemistry in the remarkable magnetic compass sense of birds and other animals.

Keywords: spin chemistry; radical pair; RPM; magnetic; magnetic field effect; magneto-
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INTRODUCTION

Magnetic fields can alter the rate, yield, or product distribution of chemical reactions [1,2]. A wide va-
riety of magnetic field effects (MFEs) are now known; they occur in diverse chemical systems at field
strengths ranging from several Tesla, as at the heart of a superconducting magnet [3], down to only
~40 UT, which is comparable to the field strength of the Earth [4]. In the latter case, this exquisite mag-
netic sensitivity arises even though the interaction between such a weak magnetic field and the mole-
cules involved has an energy much smaller than the average thermal energy kpT. As we shall see, these
phenomena arise through a detailed interplay of diffusion, reaction and quantum mechanical effects on
the electron, and nuclear spins of the species involved. Measurement and analysis of MFEs has given
rise to information on the reactivity, structure, and motion of these species. Such investigations are cen-
tral to the field of endeavor known as “spin chemistry”. This review gives a short introduction to spin
chemistry, in a form accessible to graduate students and scientists new to the field. It summarizes the
historical development of spin chemistry, sets out the essential theoretical framework for the analysis
of MFEs, and presents representative examples of recent developments together with an assessment of
the opportunities and challenges that lie ahead.

HISTORICAL DEVELOPMENT

Spin chemistry is an area of research centered around the influence of electron and nuclear spins on
chemical reactivity. It encompasses research in chemically induced polarization effects in nuclear mag-
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20 C.T. RODGERS

netic resonance (NMR) spectroscopy (“CIDNP”) and in electron paramagnetic resonance (EPR) spec-
troscopy (“CIDEP”), in magnetic isotope effects, and in chemical MFEs, which are the focus here.

Apart from a few scattered reports, which were often irreproducible or lacked a theoretical inter-
pretation, the first convincing chemical MFEs were observed in the late 1960s by Johnson for the
triplet-exciton annihilation luminescence of anthracene crystals [5,6]. These experimental results were
interpreted by Merrifield using a spin Hamiltonian approach [7].

Similar ideas emerged in the context of radiolysis, where the impact of high-energy particles cre-
ates radical ions which subsequently react with one another. Brocklehurst noted that electron spin is
conserved during chemical reactions. Furthermore, in the hydrocarbon glasses used as a medium for ra-
diolysis experiments, he estimated that electron spin relaxation would be relatively slow. Taking these
ideas together, he predicted that the yield of recombination reactions between radical ions produced by
radiolysis would show MFEs [8—10].

Also in the 1960s, several workers observed anomalous line shapes and enhanced signal intensi-
ties in the EPR spectra of radical reaction intermediates and later in the NMR spectra of the products
of radical reactions [11]. These effects were dubbed ‘““chemically induced dynamic electron (or nuclear)
polarization” (CIDEP or CIDNP, respectively). They were interpreted independently by Kaptein and
Oosterhoff [12] and by Closs [13] in terms of the radical pair mechanism (RPM) described below. The
RPM was soon applied to the interpretation of chemical MFEs by Lawler and Evans [14]. This intro-
duction of the RPM in the late 1960s marks the birth of spin chemistry.

The field grew rapidly in the following years. In the early 1970s, the triplet mechanism (TM) was
introduced to explain entirely emissive CIDEP signals by Wan in Canada [15] and by Atkins and
McLauchlan in Oxford [16]. Soon, Pedersen and Freed published a series of papers in which they de-
veloped a detailed theory for CIDEP [17-22]. A similarly detailed theory of chemical MFEs via the
RPM arose a few years later with particular contributions from Brocklehurst [9,10] and Schulten
[23,24]. By the late 1970s, spin chemistry was burgeoning with input from research groups in Japan,
Russia, Western Europe, and the United States.

Today, spin chemistry is a well-established branch of physical chemistry as illustrated by the ci-
tation analysis in Fig. 1. The methods of CIDNP and CIDEP have been developed and applied widely
[25,26]. Chemical MFEs have formed the basis of a variety of reaction yield detected magnetic reso-
nance (RYDMR) techniques [27]. These have been applied to study reactions in solids, liquids, and in
heterogeneous media such as micelles. It is not possible to review such a broad range of developments
in this short introductory article. Further details may be found in these reviews [1,28-32] and books
[2,33-35].

70
60
50
40
30
20
10

0

Other

‘Romania

Citations per year

[=x] fom) on L ~
=] (=] (=] (= (=]
)] o o o) o
— [a] o~ ~ ~

Fig. 1 Recent trends in spin chemistry research analyzed by year and by country, measured as citations of the
landmark review of spin chemistry [1]. Data from IST Web of Knowledge 2008.
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Magnetic field effects in chemical systems 21

THEORETICAL BACKGROUND

Before turning our attention to recent developments in spin chemistry, it will be helpful to introduce the
few elements of theory that are necessary to understand the work that follows. The following pages in-
troduce the RPM, which provides the essential mechanistic framework for interpreting MFEs before re-
viewing the principal magnetic interactions that determine the nature of these effects.

Radical pair mechanism

The RPM [12,13,37] provides the mechanistic basis for the interpretation of most MFEs in chemical
systems. The essential features, illustrated in Fig. 2, are as follows:

1. Ground-state precursor species “A B” are excited to produce two radicals whose electron spins
are in a well-defined overall spin state, i.e., a spin-correlated radical pair (RP). For example, this
excitation is often photochemical, where an incident photon is absorbed leading to the transfer of
an electron from A to B, creating radical ions in a singlet state. Other possibilities include H atom
transfer and thermolytic bond cleavage, which both produce uncharged RPs.

2. The singlet RPs undergo spin-selective reaction to produce the singlet product (SP) at a rate kq or
they react nonselectively to give a back-reaction product X at a rate kg.
3. Coherent evolution of the RP spin state competes with these reactions, converting a proportion of

the singlet (S) RPs back and forth into triplet (T) RPs. This S <> T interconversion is driven by
magnetic interactions in the RP and by any applied magnetic field.

4. The triplet RPs undergo their own spin-selective reaction to produce the triplet product TP at a
rate ky or again they react nonselectively to give the back-reaction product X, this time at a rate
kl% which is not normally equal to kls’.

5.  In many cases, the nonselective product X (or SP or TP) converts back into the precursor species
“A B” which is then free again to begin step 1.
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Fig. 2 Radical pair mechanism. After [36].

The key feature of the RPM is the spin evolution between singlet and triplet states in step 3.
Externally applied magnetic fields affect the rate and extent of this spin evolution and hence affect the
yields of reaction products SP, TP, and X. Even weak magnetic fields whose interaction energies are far
less than the thermal energy kT may cause significant changes in the yield of SPs. This does not con-
tradict the laws of thermodynamics because generation of the RP in step 1 requires much more than the
thermal energy k7. The subsequent formation of products SP, TP, and X is determined by competitive
kinetics. A helpful analogy is that of a railway train approaching a set of points. To drive the train, much
energy is supplied by the locomotive just as in step 1, but the ultimate destination of the train will be
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22 C.T. RODGERS

determined by a small force used by the signal man to set the points. Even though the magnetic inter-
actions with weak fields in step 3 are tiny, they may cause significant changes in the product yields.

Spin dynamics

Chemical MFEs arising from the RPM depend critically on the manner in which the overall RP spin
state evolves. They derive from a detailed interplay of the interactions of the unpaired electron spins and
of the kinetics of the radical reactions. We discuss first the electron spin evolution.

The unpaired electron spins and their selective reactivity are inherently quantum mechanical. In
full generality, we ought to describe them by a wavefunction ¥(r;.s;.1) evolving under the influence of
a Hamiltonian H(t) where r; and s; are the spatial and spin coordmates of the ith electron. Of course,
the unpaired electrons would interact with all the other, paired electrons in each radical giving rise to
electron correlation effects. Solving the Schrodinger equation for an RP described at this level of detail
would be a formidable undertaking. Even after making the Born—Oppenheimer approximation, we
would need to complete a full time-dependent quantum chemical calculation for every diffusive step. It
is doubtful whether such a calculation would be feasible for any radicals of chemical interest.

Fortunately, it is not necessary to work in such generality. As in so much of science, the key to
developing a useful theory of MFE:s is to keep things as simple as possible, making as many simplify-
ing assumptions as are permitted by experimental data. The first, and most essential, approximation that
we make is to treat the time evolution of the electron spin and spatial coordinates separately. We do this
by converting the full Hamiltonian into a spin Hamiltonian, which contains a number of empirical para-
meters, and the full wavefunction into a wavefunction containing only spin variables [38,39]. Since the
spin Hamiltonian approach is ubiquitous in magnetic resonance, the form of the contributions arising
from different magnetic interactions are known (see [40,41]). Furthermore, modern quantum chemical
methods can calculate accurately many of the spin Hamiltonian parameters that we require.

Vector operators

Contributions to the RP spin Hamiltonian are most elegantly expressed using the notation of vector op-
erators. For example, the bulk magnetization of a sample of electron spins is a quantum mechanical ob-
servable which may be given in terms of three separate expectation values: S, = (S ) S = (S ), and
S, = (S ) that describe the components of the bulk magnetization along the x-, y-, and z- axes respec—
tlvely The notation is simplified by defining an electron spin vector operator

S=5i+5 j+Sk M

where i, j, and k are unit vectors along the x-, y-, and z-axes, respectively. The expectation value of this
vector operator is the electron spin magnetization vector

(8)=(8,)i+(8,)i+(3,)k @)
Vector operators provide a compact notation for the theory of RP reactions. For example, the sin-
glet projection operator is

PS—1_gh.gp 3

where A and B label two electron spins and where the dot product “-” between vector operators is inter-
preted as

§A-SB = SASB+SASB +SA88 4)
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This result is itself another operator.
Finally, for numerical calculations, one writes vector operators as Hilbert space matrices. For ex-
ample, choosing the eigenvalues of S, as basis functions, the electron spin vector operator is equal to

5|0 %), p_%j+%ok 5)
soo) g oo 0 Y

Zeeman interaction

The Zeeman interaction between the unpaired electron spins on each radical and the magnetic field ob-
viously plays an essential role in the generation of an MFE. In a rotationally symmetric potential, such
as in an atom, the Zeeman interaction between an electron and a magnetic field is [42]

Hy =g (L+¢S) B 6)

where iy is the Bohr magneton, L is the electron orbital angular momentum vector operator, g, is the
free electron g-factor, and B is the magnetic field vector.

In a molecule, the electric potential field is no longer rotationally symmetric. As a consequence,
there are complicated interactions between the electrons, which are responsible for spin—orbit coupling.
In molecules, the orbital angular momentum quantum number L is no longer well defined, so we intro-

duce instead the tensor “g” to account for these complexities. For a particular molecule in a particular
electronic state, the Zeeman interaction may therefore be written [42]

ﬁzzuBé‘g'B (7

The g-tensor is often determined empirically from EPR spectra. Alternatively, modern density func-
tional theory (DFT) methods allow reasonably accurate calculation of the g-tensor for molecules as
large as a small protein [43].

Chemical MFEs are frequently studied in small organic molecules and weak fields, where it is
reasonable to assume that the g-tensor is that of a free electron. Hence,

A, =g uzS-B=-7/S B ®)

in which y, = —g_ /A is the electron magnetogyric ratio. Writing this in angular frequency units as is
common gives

A,=-y5B ©)

The nuclei in a RP also experience Zeeman interactions with a magnetic field, but these are negligible
because nuclear magnetogyric ratios are many times smaller than that of the electron. This is particu-
larly true for small applied fields where the nuclear Zeeman interaction is much weaker than the hyper-
fine interaction.

Zeeman resonance

If the applied magnetic field contains an oscillating (radiofrequency or microwave) component B at a
frequency v, in addition to the static field B, then a vast range of magnetic resonance experiments be-
come possible. In RP reactions, these effects often obey the same selection rules as in high-field EPR.
There is normally a strong “Zeeman resonance” when the oscillating field is in resonance with the en-
ergy level splitting caused by the static field. More specifically, if we define the z-axis to lie along the
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24 C.T. RODGERS

magnetic field orientation so that B = Bk, then to first order, the Zeeman energy for an electron spin
eigenstate S, | my =mh | my) is

EZ =_yehmsBO (10)

The selection rule for transitions between these states is Ams = +1. This transition is, therefore, in res-
onance with radiofrequency (RF) (or microwave) photons of frequency v where

hv, = AE, =|y,|nB, (1)
and hence a Zeeman resonance might be expected for frequencies

7|

Vi = 55 By = (28.025 MHzmT ™) x B, (12)
or equivalently at field strengths
2r -1
By =7—V;=35.682uTMHz )X v, (13)

“rdl

as will be seen below.

Hyperfine interaction

The Zeeman interaction couples the unpaired electron spin of a radical with an external applied mag-
netic field. In contrast, the hyperfine interaction couples the unpaired electron spin with the internal
magnetic field from the spins of magnetic 7 > 0 nuclei in the radical. The hyperfine interaction is made
up of two contributions [41].

The first of these is the direct dipolar interaction between the magnetic moments of the unpaired
electron and the nucleus in question. When MFEs are measured in isotropic liquids, this dipolar con-
tribution is averaged to zero by rapid tumbling of the radicals. In the solid state or in oriented media
such as a liquid crystal, they make the hyperfine interaction anisotropic, i.e., it depends not only on the
relative orientation of electron and nuclear spins but also on the orientation of these spins with respect
to the molecular frame of the radicals.

The other contribution to the hyperfine interaction is known as the Fermi contact interaction. It is
caused by the magnetic interaction of the electron and nuclear spins when the electron is within the nu-
cleus. As such, it is proportional to the s-orbital character of the singly occupied molecular orbital
(SOMO) around the nucleus in question. The Fermi contact interaction is isotropic; it does not depend
on the orientation of the electron or nuclear spins with respect to the molecule, but only on their rela-
tive orientation. The Fermi contact interaction is described by

2 QN | 3Ni
gy = ay, 8" -1V (14)

where ay; is the isotropic hyperfine coupling (HFC) constant for interaction between an electron SV and
nuclear spin IV
Overall, the hyperfine interaction is described by

2 QN TNi
Hypm =S" Ay, - 1TV (15)
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where A, is the hyperfine tensor for radical N and nucleus i and ay;; = trace(A ;)/3. The hyperfine inter-
action is proportional to the magnetogyric ratio ¥,, of the nucleus concerned. For example, replacing hy-
drogen by deuterium will reduce the hyperfine interaction by approximately ¥/}, = 6.5 times.

The hyperfine interaction may be calculated accurately using DFT [44,45] from the electron den-
sity in the SOMO. The anisotropic part is determined by the broad spatial distribution of the unpaired
electron, whilst the isotropic part is determined by the unpaired electron density at the nucleus.

Exchange interaction

One normally thinks of the radicals in an RP as separate entities. Within each radical, Coulombic forces
between the electrons and the nuclei determine the radical’s geometry and electronic structure. These,
in turn, produce contributions to the radical spin Hamiltonian characterized by the g-tensor and hyper-
fine tensors.

However, this picture is incomplete. For a full treatment, one ought also to include the Coulombic
interactions between all the nuclei and electrons on one radical with those on the other radical. Figure 3
illustrates these effects for an RP comprising two hydrogen atoms H’, i.e., for a H, molecule that has
been stretched or compressed.

. As the hydrogen atoms are brought together, their electronic wavefunctions begin to overlap. The
interaction between the atomic wavefunctions produces bonding 16, and anti-bonding 2(511* mo-
lecular orbitals (MOs) (one-electron molecular wavefunctions) as shown in Fig. 3A.

. According to the orbital approximation, the n-electron wavefunction for the RP as a whole is
given as a symmetrized product of these one-electron MOs.
. The lowest energy state (n-electron wavefunction) arises when both electrons occupy the lcg

MO. According to the Pauli principle, this is only possible when the electron spins are paired to
give a 1 _* state.

. The next state arises when one electron is promoted to the ZGU* MO. This time, the Pauli princi-
ple permits 3Zu+ and 12u+ states.
. According to Hund’s rules, the 3Zu+ state is the lower in energy.

. Figure 3B shows the energies of the ' _* ground state (labeled “S” for singlet) and the 3Zu+ first
excited state (labeled “T” for triplet). The energy difference between these states, denoted J(7),
depends on the radical separation r.

Energy

Radical separation (r)

Energy

T
>

~1nm

Radical separation (r / a,)

Fig. 3 Exchange interaction in RPs. (A) First two LCAO MO energies for the hydrogen molecular ion H,* as a
function of inter-nuclear separation. (B) Approximate energies for the ground (1zg “S”) and first excited (32:; “T)
states of a pair of hydrogen atoms as a function of inter-nuclear separation . When r is short, the hydrogen atoms
are bonded and should best be thought of as a H, molecule. At long separations, we could better describe this
system as a [H" H'] RP. The separation between S and T, states is labeled J(r). The T, and T, states are split apart
due to the Zeeman interaction.
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26 C.T. RODGERS

To describe the spin evolution of an RP where the radicals approach closely enough for inter-radical
electron correlation and bonding effects to set in, we use the Heisenberg—Dirac—van Vleck (HDVV)
spin Hamiltonian [46]

QA . QB
H, =-JS"-§ (16)

The empirical parameter J is chosen so that the HDVV eigenstates have the same energy separation as
the ground and first excited states when the Schrodinger equation is solved for the “molecule” com-
prising both radicals taken together. For an RP, this means that J is the difference in energy between the
lowest energy singlet and triplet states.

In spin chemistry, the exchange interaction is normally assumed to decrease exponentially with
increasing RP separation and to be independent of the orientation of the radicals and of the solvent. In
other words

J(r) = JOe_/'f (17)

where J, is the magnitude, r is the inter-radical separation and r; is a range parameter. This relationship
has extensive empirical support in proteins when r is taken to be the edge-to-edge distance between
electron transfer centers [47]. Illustrative values are J ~ 2 X 1017 rad s! and r ;7 ~ 50 pm [37].

However, the values of the parameters vary considerably with the nature of the radicals and the
intervening medium. Hence, it is a formidable task to calculate J for radicals in solution. Quantum
chemically, this is equivalent to calculating the energy levels in a loosely bound “molecule” compris-
ing the radicals A and B together with any solvent molecules in proximity. The solvent molecules can
be particularly significant because they can mediate the interaction between the unpaired electrons on
each radical in a process known as superexchange. A few attempts have been made to perform such cal-
culations [46] and to compare experimental and theoretical results in solid-state lophyl RPs [48] and in
linked donor—acceptor diad compounds [49]. A full understanding of the RP exchange interaction is still
awaited.

In solution-phase RP reactions, exchange acts to prevent singlet—triplet interconversion. Hence,
whenever the radicals are close enough that exchange dominates the RP spin Hamiltonian, no MFEs
may arise. For example, exchange suspends RP spin evolution during diffusive encounters as discussed
later.

Dipolar interaction

Each unpaired electron spin also experiences a magnetic field from the other unpaired electron. These
dipolar interactions may be described by the Hamiltonian [50]

2
fiy - Lota8a8n [sA EREYEINIC -r)] i
amh?r? r?

in angular frequency units where gy, are the electron g-factors for each radical and S are the electron
spin vector operators. Equation 18 is, strictly speaking, only valid for point dipoles separated by a vec-
tor r. In real molecules, r is closely approximated by the vector between the “centers” of the SOMOs
on each radical. Simple algebraic manipulations allow eq. 18 to be written

A,=8*-D-§" (19)

in terms of the dipolar tensor D. At high field, diffusive motion of one radical around the other causes
the dipolar interaction to average to zero. In weak fields, the situation is more complicated. Detailed
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calculations show that at weak fields, the dipolar interaction acts generally to suppress MFEs [51] un-
less the exchange and dipolar interactions are of similar energies, in which case MFEs are still predicted
to arise [52].

Field strength regimes

In fields B, < 50 mT, the singlet-triplet interconversion responsible for MFEs is governed primarily by
the isotropic electron Zeeman and the hyperfine interactions. This is known as the hyperfine mecha-
nism. At higher fields, the situation is rather different. There, singlet—triplet interconversion arises for
the most part because of small differences in the g-tensors of the two radicals, in what is known as the
Ag-mechanism. Figure 4 summarizes this change in mechanism.

Ag mechanism

Low field effect :
dominates

o

Qo

> hyperfine

o mechanism

o .

= dominates

wn

‘E T T | '
o) ~10mT ~1T Field B,
g

©

=

(@]

Fig. 4 Typical MFEs in organic RPs from zero field up to a few Tesla.

APPLICATIONS IN PHYSICAL CHEMISTRY

Spin chemistry has made contributions in diverse areas of science: in chemistry, physics, biology, and
materials science, to name but a few. The RPM presented in Fig. 2 is realized in a wealth of different
systems. In each case, the key features of spin-selective competitive kinetics remain as in Fig. 2, but the
details of the physical model change. The following pages survey some applications of the RPM in lig-
uids and in the solid state. To give a flavor of the field, recent developments in three broad areas are
covered below. The final section of this review is a personal perspective on one of the most interesting
challenges that lies ahead in spin chemistry.

Reaction-diffusion in liquids

Studies of chemical MFEs have provided a good deal of insight into the chemical physics of liquids and
solutions. Radical pair mechanisms, outlined previously in Fig. 2, revolve around kinetic competition
that determines which products are formed from RP intermediates. In the general scheme above, this
competition was governed by first-order rate constants kg, kls’, etc. In the liquid phase, the magnitude
and features of CIDNP, CIDEP, and chemical MFEs depend critically on the diffusive motion of the RP
involved. The kinetics controlling the reaction of the RPs may be understood more explicitly in terms
of the reaction-diffusion form of the RPM shown in Fig. 5, the key features of which are as follows:

. The precursor(s) react to form an RP in a well-defined spin state, e.g., the singlet S[A® B']. The
RP is excited by much more than kg7, which ensures that its subsequent fate is controlled kinet-
ically and not by equilibrium thermodynamics.

. For ~500 ps after this, the radicals are caught in very close proximity by a “cage” of surrounding
solvent molecules. They collide frequently with one another during this first encounter. A pro-
portion of the RPs react during these frequent collisions to form the SP. This step, known as “pri-
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mary geminate recombination”, is insensitive to magnetic fields [53] because the exchange inter-
action is strong at short separation which inhibits S <> T interconversion. Experimentally, it is
often suppressed using modulation and phase-sensitive detection techniques such that it may, to
all intents and purposes, be ignored.

Some RPs, however, do not react in these first instants, and separate instead, making a “diffusive
excursion” in the surrounding liquid. The exchange interaction between electron spins that was
very large when the radicals were in close proximity is now much less significant. Hence, the RP
is free to undergo S <> T interconversion under the influence of molecular hyperfine interactions
and, crucially, under the influence of the applied magnetic field.

At the end of a diffusive excursion, some RPs separate for good, whence they react ultimately,
e.g., by H atom abstraction from the solvent, to form the “escape product” (EP).

Other RPs re-encounter one-another, whereupon the radicals are once more held within a solvent
cage and undergo frequent collisions, which afford them opportunity to react with one another.
Such reactions are known as “secondary geminate recombination”.

Whether the radicals react during a re-encounter depends on the spin evolution during the pre-
ceding diffusive excursion. For example, in the reaction between pyrene (Py) and N,N-dimethyl-
aniline (DMA) shown in Fig. 6, spin is conserved during the back-electron transfer reaction to
form an exciplex. This means that the radicals may only undergo back-electron transfer during a
re-encounter when the RP is in an overall singlet spin state. We refer to such products as the “sin-
glet product” (SP). RPs in a triplet state can do nothing other than to separate once more.

(SP)] (spin forbidden)
% radicals in
close
Pre — [A"B"] TTA*B"] proximity
S pet - I - diffusive
[A7 B ]<—— [A" B] excursion
‘ i ‘ diffuse apart
for good

Fig. 5 Reaction-diffusion RPM in liquids.
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spin correlated radical pair

h . -
Py +DMA —— S|Py DMA"] OT[Py DMA™]

reactants
Py + DMA+ hv, +—— {Py> DMA™} Py” DMA™
exciplex free radicals
(a) Essential steps in the photoinduced reaction of 2r

pyrene (Py) and N,N-dimethylaniline (DMA) via RP
state [Py~ DMA"®*] which is responsible for the
magnetic field-sensitivity of the exciplex fluorescence.
hv signifies the incoming UV radiation and hv; the
observed exciplex fluorescence.

\ i 2-
Py: OQQ DMA: @
O
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(b) Structures of pyrene (Py) and DMA.

hh, scale=1.00
——hd, scale=0.73 ]
—dh, scale=1.08
—dd, scale=0.59

Signal/ a.u.

o

0 10 20
Field strength / mT

(c) Best fits to the experimental data using
Tikhonov regularization applied to all four
isotopomer data sets simultaneously in order
to produce a single re-encounter probability
f(t). The experimental data were multiplied
by optimized values of “scale” before using
Tikhonov regularization. Notice that the fit is
exemplary, except for small deviations in the
dd isotopomer curve. This figure
complements curve C in subfigure (d).

0 1 A 1
0 5 10 15
time / ns

(d) Best recovered f(¢) for: (A) Tikhonov
regularization; and (b) maximum
entropy regularization for each of the
isotopomer combinations. (C) Tikhonov
regularization recover of a single f(r) to
fit all four isotopomer combinations
simultaneously.

Fig. 6 Regularization methods allow details of the diffusive motion of RPs to be recovered from experimental MFE
data. Adapted from [53].

Solution-phase experiments

A number of different approaches have been taken to measuring chemical MFEs in the liquid phase.
Some of these approaches are presented here, serving as both an introduction to experimental work in
the field and an illustration of the reaction-diffusion theory presented above. A multitude of names have
been given to these closely related experiments.
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In these experiments, the RP spins typically evolve under a Hamiltonian

H= > —VeBo'éN—VeB1(’)'SN+2“Ni§N'iNi _‘3_%’Jo§A'SB (20)
N={A,B) i

using the notation defined above with B, denoting the static (time-independent) magnetic field and
B(¢) its time-dependent component. Since a typical RP lifetime is of the order of 10 ns — 1 us, fields
with frequency v, > 1 MHz could show resonant effects. It transpires that in weak static fields, radio-
frequencies (MHz) are most appropriate, whilst microwave frequencies (GHz) are best in strong (>1 T)
static fields. Experimental measurements of chemical MFEs customarily record the singlet or triplet
product yield as a function of the field strengths B and B/, or as a function of the frequency of the time-
dependent field.

Measuring the product yield as a function of the static field strength B, without RF, generates
what is known as a MARY (magnetic field modulation of the reaction yields) “spectrum” [54].
Examples and references to the literature are given below in connection with Figs. 6 and 7.

Dy (=)
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(a) MARY curve for a one-proton radical pair marked with the principal
empirical parameters discussed in the main text.
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Fig. 7 Top: Characterizing MARY curves. Bottom: LFE depth A®g (B} g) determined by Monte Carlo calculations
in an ensemble of 12737 RPs. The color of each rectangle summarizes the results from those members of the
ensemble having effective HFCs that fall within it. Rate constants k were selected to be less than and comparable
to the effective HFCs.
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An OMEFE (oscillating magnetic field effect) spectrum is acquired by measuring the product yield
whilst applying only an RF field, whose strength is fixed and whose frequency is swept, e.g., from 5 to

Magnetic field effects in chemical systems

80 MHz to elucidate resonant responses of the RP spin system [55-57].

Fig. 8 Experimental (left) and simulated (right) low-field optically detected EPR spectra of [Py-df 1,3-DCB"] at
RFs of v,; =5 MHz (top), 20 MHz (center) and 65 MHz (bottom). Values of 6 are as indicated in the legend. The
same colors are used for all plots, even though experimental data were not collected for some combinations of V¢
and 6. The simulations were performed using B; = 0.3 mT and k = 4 X 107 s7L. The experimental spectra measure

Fluorescence Intensity f a.u Fluecrescence Intensity / a.u

Fluorescence Intensity / a.u

When static and time-dependent fields are applied simultaneously, it is possible to observe strong
field effects caused by resonances with the Zeeman energy splitting in the RP. When applied in weak
(<100 mT) static fields, with RF oscillating fields and when the reaction yield is monitored optically,
these experiments are known as optically detected electron paramagnetic resonance (OD-EPR) [58-63].
Examples are given below in connection with Figs. 8 and 9.
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changes produced by the RF field in the exciplex fluorescence of the singlet RP.
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Fig. 9 RP reactions can show markedly different field effects depending on the polarization of the applied RF field.
Top left: Experimental MARY-v spectra measured in the [Py-d}) 1,4-DCB*"] RP at v,; = 55 MHz. Other figures:
Simulations made with y-COMPUTE or the rotating frame transformation. Parameters: RMS RF field strength B,
is marked on each figure, HFCs of 4 x 0.083 mT (2D) on Py- dlo’ and 2 X 0.181 mT (14N) on 1,4-DCB*~, k=3 x
107 s, n =64, =n/2 and v,¢ =55 MHz. Gray vertical lines show the Zeeman resonance static field.
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With stronger fields (>100 mT), the Zeeman resonance occurs at microwave frequencies, which
necessitates using apparatus that strongly resembles a traditional EPR spectrometer; the experiment is
then known as RYDMR [27].

Theoretically, weak magnetic fields acting via the RPM may produce changes in product yield up
to 40 % in simple model systems [64]. In practice, however, the effects observed are typically ~1 %.
Reliable detection of these small effects is most easily achieved in systems where the RPM is cyclic (the
gray pathways in Fig. 2) by modulating the applied magnetic field and employing phase-sensitive de-
tection. Continuous excitation of RPs typically allows one to ignore the photochemistry leading to gen-
eration of the RP itself, which simplifies the analysis considerably.

On the other hand, it is also possible to generate the RPs with a pulsed excitation either by flash
photolysis with a laser source [4,65], or by pulse radiolysis using ionizing radiation such as X-rays [66].
MEFE:s on the ensuing RP reaction appear as changes in the lifetimes of the species involved, which may
be monitored by fluorescence or by optical absorption. These experiments are applicable to a far wider
range of reactions, because practically any species may be detected sensitively by optical absorption at
an appropriate wavelength. They provide rich data on the kinetics of the reaction under investigation,
although this can be more challenging to interpret theoretically compared to data from continuous RP
generation.

Alternatively, the reaction may be following by monitoring the decay in electron spin polarization
of the RP state in a time-resolved electron paramagnetic resonance (TR-EPR) experiment [67]. Finally,
MFEs may be detected via enhanced nuclear polarizations in the diamagnetic reaction products meas-
ured in an NMR spectrometer moments after excitation and reaction in a variable magnetic field. The
reaction of interest is run in an NMR tube in an appropriate weak magnetic field; the tube is then rap-
idly transferred into a high-field NMR spectrometer whereupon a spectrum is collected. The MFEs
manifest as non-equilibrium polarizations of the nuclear spins in the diamagnetic reaction products,
producing enhanced or inverted NMR lines. This technique is known as “switched external magnetic
field chemically induced dynamic nuclear polarization” (SEMF-CIDNP) [68,69].

Diffusion in radical reactions

The magnitude and features of CIDNP, CIDEP, and chemical MFE:s in liquids depend critically on the
diffusive motion of the RP involved. This motion is modeled well as occurring in a series of encounters
using Noyes’ formalism [70]. According to Adrian [71-74], Pedersen, and Freed [17-22,75], the RP
undergoes qualitatively different spin evolution depending on the distance between the radicals. During
a diffusive encounter, the radicals are in close proximity and S <> T inter-conversion is quenched by the
strong exchange interaction, that is, by the term e"/’fJOSA-SB in eq. 20. In contrast, during a diffusive ex-
cursion, the radicals are separate to distances where the exchange interaction makes negligible contri-
butions to the spin evolution, which proceeds under the influence of the remaining hyperfine and
Zeeman interactions. The extent of S <> T inter-conversion is expressed simply in terms of the singlet
probability

(PS)(B.1) =T p(B.1) P*) 1)

where p(B,t) is the RP density matrix, which evolves according to the Liouville~von Neumann equa-
tion, under the influence of the Hamiltonian in eq. 20 and PS is the RP singlet projection operator.

Let us consider a pair of radicals created in close proximity that have subsequently diffused apart.
The re-encounter probability distribution f{¢) is defined such that f(#)d¢ is the probability that they next
encounter one another between times ¢ and 7 + dr. If subsequent re-encounters are important, one may
define f, (#) as the probability distribution for n'h re-encounters at time 1.
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Since on re-encountering, only RPs in a singlet spin state are able to react, the probability of re-
action is (PS)(1)f(r)dt. Hence, the yield of singlet product (“singlet yield”) from first re-encounters is

@ (B)= [ (PS)B.fwdr (22)

It is often assumed that after a first re-encounter, radicals either react or diffuse apart forever.
In the analysis of MFEs and other spin chemical effects, two functional forms of f{f) are used
widely. The “exponential model” [12,14,76] takes

fO)=ke ™ (23)

where k is a phenomenological rate constant. The “diffusion model”, introduced by Adrian [71-74], as-
sumes that the radicals diffuse in a random flight during each excursion. This assumption gives, after
some algebra, a re-encounter probability

3 2
_RG(RO_RG) 1 2 _(RO_RG)
f= R [471’Dt) exp| ——— (24)

where R is the distance at which the radicals may react to form products, R, is the separation of the
radicals as they leave the strong exchange region, and D is the mutual diffusion coefficient for the two
radicals.

These concepts are illustrated in Fig. 6, which summarizes recent efforts to extract an empirical
measured re-encounter distribution f{f) from experimental data [53]. MFEs (“MARY spectra”) were
measured for the photochemically induced reaction between Py and DMA, which proceeds according
to Fig. 6a. The applied magnetic field was modulated at an audio frequency and typically swept from
-3 to +23 mT whilst making phase-sensitive measurements of the component of the fluorescence in-
tensity at the modulation frequency. This raw signal is equivalent to the derivative of the field effect
dcl)s/dBO, which may be calculated as described above.

Isotopic substitution is a powerful tool for understanding MFEs. In most cases, it causes negligi-
ble changes in the structure and reactivity of the molecules in question. Yet, the hyperfine couplings to
those nuclei will be altered, since these are proportional to their magnetogyric ratio, which differs be-
tween isotopes of an element. Furthermore, isotopes often have different nuclear spin, e.g., H has spin
I ="/ whilst D has I = 1. Hence, to gain further information about the Py DMA system, hydrogen atoms
on either or both of the radicals were selectively replaced with deuterium. The signals measured from
the four isotopomer combinations are shown in Fig. 6¢. Calculating the spin evolution in each RP ac-
cording to the theory above, and using appropriate regularization methods, it was possible to extract em-
pirical re-encounter probabilities f(f) for this system. These are shown in Fig. 6d.

Other workers have studied RP reactions in micelles [77-80] or in more esoteric systems such as
carbon nanotubes [81] where the diffusive motion of radicals is quite different to that in isotropic solu-
tion. Accurate simulation of such experiments depends on a sound physical model of diffusion and is a
good test of the theory. For experiments in strong magnetic fields, Pedersen has introduced a theory
based on Green’s functions capable of treating diffusion in many different media [82,83].

In some circumstances, it is important to allow connections between the RP spin evolution, dif-
fusion and reaction, e.g., when investigating in detail the effects of exchange and dipolar interactions
[51], which vary strongly as a function of inter-radical separation. Hence, at the end of a diffusive ex-
cursion, the RP spin state can depend in detail on the path that the radicals took. These effects may be
modeled by treating the exchange and dipolar interactions as stochastic perturbations to the RP spin
Hamiltonian. Product yields may then be found using a stochastic Liouville equation [84,85], albeit at
a cost of more time- and memory-intensive calculation.
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“Rules of thumb” for chemical low-field effects

In many cases, such a detailed interpretation of observed MFEs is not necessary. Indeed, when the rad-
icals involved are larger or less symmetric, the number of inequivalent nuclear spins that must be in-
cluded in an exact calculation of the spin evolution grows. The dimensions of the RP density matrix
p(B,t) grow exponentially with the number of inequivalent nuclear spins. The CPU time and memory
required to calculate its time evolution, using the Liouville~von Neumann equation, therefore also in-
creases exponentially.

MARY spectra may instead be characterized qualitatively by the positions of a small number of
features, illustrated in Fig. 7a. The figure shows the field dependence of the singlet yield in the simplest
possible RP, which has only a single magnetic nucleus ('H) on one of the radicals and none on the other
(a “one proton RP”). The chief features are:

Dg(c0): The saturation value of the singlet yield at field strengths above ~100 mT. (This neglects
the fact that at high field strengths ~1 T, the Ag mechanism becomes operative and the sin-
glet yield will begin to decrease as discussed in connection with Fig. 4.)

By The field strength at which the singlet yield is midway between its zero-field and satura-
tion values.
By pE: Often, there is an initial decrease in singlet yield upon application of fields smaller than

1 mT, which is known as the low field effect (LFE) [64]. The field at this minimum is
termed By pp.
ADy(B; pp): The change in singlet yield between zero field and the LFE minimum (“LFE depth”).

Expressions involving these parameters are used widely in the literature.

Some insight into these MARY spectra may be gained using a semi-classical approximation in-
troduced by Knapp, Schulten, and Wolynes [86,87]. This is derived by assuming that whilst the un-
paired electron spins on each radical behave quantum mechanically, the nuclear spins instead behave as
classical magnetic dipoles. The unpaired electron spin in each radical is assumed to precess around the
resultant of these nuclear dipoles and the applied magnetic field. A result from polymer statistical
physics allows integration over all possible orientations of the nuclear spins to give a closed-form ex-
pression for the time-dependent singlet probability in any RP (eq. 3.28 in [88]).

Within the semi-classical approximation, RP product yields are determined solely by the effec-
tive HFC constants on each radical, defined by

. 4
ay =§Z“12w[i(1i +1) (25)
4

Importantly, the time taken to evaluate this approximate singlet probability does not depend on the num-
ber of magnetic nuclei in the RP, which is in stark contrast with the exponential growth in calculation
time for the exact quantum calculation.

Indeed, in the limit of a large number of nuclei at high fields, the saturation value for the singlet
yield may be derived quantum mechanically [88]

| kT W2
2

exp(kf)erfc(k*) where k, = —
agp

This depends only on the exponential model rate constant k£ and the overall RP effective HFC constant

Oy =—+ (26)

2

Ggp =\ a5 + 3% (27)

which is a well-known experimental parameter.
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To test the limits of validity of predictions based on the semi-classical approximation, one can use
a Monte Carlo approach described in [53]. Figures 7b and 7c summarize the results from such a calcu-
lation using an ensemble of 12 737 RPs, each with six HFCs to spin-'/> nuclei, three on each radical.
These HFCs were drawn randomly such that the effective HFCs on each radical were uniformly dis-
tributed between 0 and 1.5 mT. After selection of the HFCs, MARY spectra were calculated for each
member of the ensemble at 1000 field strengths varying logarithmically between 101! and 10 mT and
at zero field. Exponential model rate constants were taken between 102 and 10!2 57!, a range which
covers the typical experimental values and several orders of magnitude either side. In total, these cal-
culations involved more than 300 000 000 singlet yield calculations and were performed using the re-
sources of the Oxford Supercomputing Centre. Analysis of these results allows “rules of thumb” to be
determined for all the MARY curve parameters described above [53,88]. The example in Fig. 7 shows
how the depth of the LFE depends on the RP lifetime and HFCs. In Fig. 7b, it is apparent that in long-
lived RPs, essentially any HFC constants will give rise to a significant LFE. Whereas when the lifetime
is that of a typical solution-phase RP, Fig. 7c shows that strong LFEs arise only when one of the radi-
cals has a large effective HFC constant and that of the other is small. This dependence on the RP life-
time explains a long-standing apparent disagreement in the literature between the predictions of [89]
and [64].

Optically detected zero-field EPR

According to eq. 20, time-dependent magnetic fields ought also to affect the yield of RP reactions. For
simple organic radicals, the HFC constants are on the order of 1 mT. Hence, one would expect to ob-
serve resonant responses to fields at frequencies of the order of 30 MHz (the scaling factor is 28 MHz
mT-1). Such OMFEs have indeed been measured experimentally [55-57,90] by measuring the yield of
an RP reaction in the presence of an RF field whose frequency was swept between 5 and 80 MHz. These
measurements typically produce a spectrum containing two broad resonances, centered around the ef-
fective HFC constants of each radical. In principal, this information might be used to identify the radi-
cal species involved as intermediates in a complex system.

Yet in practice, the OMFE experiment is quite exacting: the sample must be shielded from the
Earth’s field using p-metal sheeting; and the RF circuitry and field coils employed must be capable of
being operated over the range 5-80 MHz without introducing power variations, pick-up, or other arte-
facts. Furthermore, despite all these effects, the observed changes in reaction yield are found to be rel-
atively small; this limits the signal-to-noise ratio of the spectra that can be measured.

The obvious extension from static field effects (MARY spectra) and OMFEs is to apply both
static and RF fields simultaneously whilst measuring the reaction yield. This technique of OD-EPR af-
fords many opportunities to investigate the response of RP systems by changing parameters such as the
strengths of the static B and RF B, fields, their relative orientation 6 and the frequency v and polar-
ization of the RF field along with all the other variables familiar from static MFEs, e.g., temperature,
solvent viscosity, and the method of excitation. Two such experiments, conducted for radical ion pairs
in viscous solvents by Timmel, Hore, and co-workers [63,91-93], are presented in Figs. 8 and 9.

The data in Fig. 8 are typical of those which can be obtained by low-field OD-EPR, showing the
good signal-to-noise ratio that can be obtained. From top to bottom, the three rows show the MFEs that
arise in the presence of RF fields whose frequency is smaller than, comparable to, and larger than the
effective HFCs in the RP. The different lines in each plot are measurements made with a different angle
0 between the static and RF fields. Experimental data are shown on the left, and on the right, simula-
tions made using the -COMPUTE algorithm [63,94]. This algorithm, adapted from solid-state NMR,
exploits the periodicity of the Hamiltonian here to perform an efficient calculation of the reaction yield.

In the bottom row, the data broadly follow the selection rules associated with conventional high-
field EPR, where only the component of the RF field perpendicular to the static field (8 = 90°) has any
effect. The deepest peak here occurs at the electron Zeeman resonance frequency (65 MHz/28 MHz
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mT-! = 2.3 mT), with two smaller peaks on either side produced by the hyperfine interactions in the
RPs. In contrast, at lower frequencies, there are significant effects whatever the relative orientation of
RF and static fields. The shapes of these spectra are hard to rationalize by simple arguments. However,
at all three frequencies, the experimental data are in good qualitative agreement with the predictions of
the RPM calculated using the y-COMPUTE algorithm.

More recently, experiments in Oxford have extended the OD-EPR technique to vary the polar-
ization of the RF fields that are applied to the reacting sample. An example of the difference between
field effects in the presence of linearly or circularly (left/right) polarized RF fields is shown at the top-
left of Fig. 9. Once again, simulations made using the y-COMPUTE algorithm are able to accurately re-
produce the experimental data. The remaining panels in Fig. 9 show simulations made with different
values for the RF field strength B,. When the effects of all three polarizations are viewed together, the
shape of the field effects is remarkably sensitive to the RF field strength [88,91,93]. This makes it pos-
sible here to determine the field strength employed experimentally, which is remarkably difficult to de-
termine by other means.

The Earth’s magnetic field has a typical strength of 50 uT, and, therefore, MFEs in nature will op-
erate in this low-field regime. This work is therefore relevant to the debate on the putative adverse health
effects of environmental magnetic fields, and also to the fascinating debate on the origins of the mag-
netic compass sense of migratory birds. Measuring the response of a biological system to combined
static and RF fields at several different relative orientations is a good test for the operation of the RPM
in vivo. Systems where the RPM is operative should show strong orientation effects as in Fig. 8 what-
ever the nature of the radicals involved, whereas magnetic effects due to other mechanisms would be
very unlikely to show such an effect [92]. Such experiments have recently been performed on European
robins, which are able to detect the Earth’s magnetic field, supporting the suggestion that this sense is
based on RPM chemistry [95].

APPLICATIONS IN THE LIFE SCIENCES

The chemical effects of magnetic fields have a contribution to make in the life sciences. Two areas of
particular interest are the magnetic “compass” sense possessed by many birds and other animals which
enables them to use the Earth’s magnetic field as a guide during migration, of which more below, and
the allegedly harmful effects of weak environmental electromagnetic fields on human health. These in-
clude fears that mobile telephones and electricity transmission lines might cause cancer, specifically
childhood leukaemia [96-99]. Since spin chemistry provides the only established physicochemical
basis for interpreting MFEs, it has an important role in this debate [30,76,100]. Stronger magnetic fields
may be used to probe the mechanism of biologically relevant reactions.

Electron transfer

Many MFEs are known on reactions occurring in solids or the interior of proteins. The mechanism of
these reactions revolves around a spin selective reaction step following the scheme in Fig. 2 and is sim-
ilar in many respects to that of the liquid-phase reactions discussed above. Yet, whereas in liquids, dif-
fusional motion of the radicals plays a central role, in solids and proteins, there is little scope for
diffusive motion on the required time scale to produce MFEs. Instead, reaction still proceeds following
Fig. 2, but the rate constants ks and ky now describe one-electron transfers, whilst k's3 and k'% are the cor-
responding back-electron transfer rates. The factors determining these rates have been tested exten-
sively in proteins [47] and are accurately described by Marcus theory. In broad terms, the rate of elec-
tron transfer between two sites increases as the edge-to-edge separation between them decreases, or as
the orbital overlap between them increases or as the Gibbs energy of reaction becomes more well
matched. These ideas are illustrated in Fig. 10, which shows the series of sequential electron-transfer
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Fig. 10 Cryptochrome (CRY) has been proposed to be responsible for the magnetic field “compass” sensitivity of
birds. The photocycle of CRY is as yet unknown. One suggestion [107] is that as light is absorbed, it triggers
photochemical electron transfer from the flavin cofactor to Trp 400. The unpaired electron would then continue to
“hop” rapidly to Trp 377 and then to Trp 324. At this point, there is a competition between back-electron transfer
to the flavin or further reaction leading to generation of a signalling state of CRY. Data from Protein Data Bank file
1U3C. Drawn following [101,102]; see therein for further details.

steps that are thought to produce MFEs in the cryptochrome (CRY) family of proteins. The distances
between the electron sites favor a rapid sequential electron transfer [101].

In theoretical work, it is often assumed for simplicity that the decay of singlet and triplet RPs is
equal with the triplet RPs undergoing further electron transfer and the singlet ones undergoing back-
electron transfer at the same rate, i.e., kp = kg =k and kg = k.= 0. With this assumption of first-order
kinetics, the resulting expressions for product yield are the same as those for liquid-phase reactions.
However, it is important to remember that whereas in the liquid phase, k governs the probability distri-
bution of re-encounters between a diffusing RP within the exponential model: f(#) = ke ¥, in the solid
state k is a true first-order rate constant.

The MFEs on protein electron transfer that have been most extensively studied experimentally are
those that occur in the reaction centers of photosynthetic bacteria after they have been chemically mod-
ified to impede forward electron transfer down one of the two almost symmetrical branches of cofac-
tors in the photosynthetic reaction center. MFEs and RYDMR spectra have been measured at room tem-
perature in solution for fields as low as a few mT [103-106].

MFEs have also been measured in enzymes that react via RP intermediates such as coenzyme B,
[29], photolyase [107], and horseradish peroxidase [108], although this has recently attracted contro-
versy [109-111]. See [29] for a review of other MFEs in biology.

Magnetic isotope effects

Reactions occurring by the RPM are susceptible not only to external magnetic fields, but also to changes
in the intramolecular magnetic fields arising from HFCs between the unpaired electrons and magnetic
nuclei. These effects may be exploited to obtain mechanistic insight by selective substitution of partic-
ular atoms with other isotopes of the same element. This technique was employed in Fig. 6, where
hydrogen atoms in the RP were selectively replaced with deuterium, as described above.

The same idea applies to other elements. For example, Buchachenko and co-workers have re-
cently reported [112,113] substantial magnetic isotope effects on the rate of enzymatic ATP production
in the presence of 2*Mg (I = 0), 2°Mg (I = 5/2), and 26Mg (I = 0). In ATP-synthase, phosphocreatine,
and phosphoglycerate kinases, the rate of reaction was reported to be enhanced by a factor of 2-3 with
25Mg compared to the other isotopes. This magnetic isotope effect is exciting because it is a large ef-
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fect and because the enzymes involved are hugely important in human biochemistry, providing of
course that it can be confirmed independently.

Anisotropic effects for an RPM-based compass

Behavioral studies conducted over several decades in many laboratories show that animals from all five
classes of vertebrate and several invertebrates possess a magnetic compass sense [114,115]. However,
the physiological basis of magnetoreception remains an enigma. In birds, magnetoreception is known
to require ambient light in the higher-energy blue—green region of the spectrum. This is suggestive of a
photochemically driven electron transfer. Furthermore, magnetoreception is disrupted by covering the
bird’s eyes, showing that the source of RPs is located therein. Following this line of thinking, Ritz and
Schulten [116] proposed that avian magnetoreception is founded on a photochemical reaction occurring
between oriented molecules fixed within the retina as illustrated in Fig. 11.

bird's eye

—
e P
LA

retina

Fig. 11 Schematic model of RPM-based magnetoreception in a bird’s eye. After [116].

Radicals in the solid state may be assumed to be immobile. They undergo no significant diffusive
translational motion, nor are they able to rotate. Whereas in the liquid phase, diffusive motion of the
radicals causes anisotropic hyperfine and dipolar interactions to be averaged away, in the solid state it
is quite possible for RPM reaction yields in an oriented sample to depend on the relative alignment of
the magnetic field with respect to the sample, which opens the possibility of forming an RPM-based
compass [4].

The identity of the RP involved in magnetoreception remains unknown, but Ritz and co-workers
named the retinal CRY proteins [116—-118] as promising candidates. CRYs are closely related to DNA
photolyases, which form an unusually long-lived RP intermediate [119] whose yield varies in an ap-
plied magnetic field [107]. The physical chemistry of magnetoreception has been reviewed elsewhere
in detail by the author [36].

CONCLUSIONS

MFEs on yields and lifetimes of chemical systems are widespread. They may be interpreted convinc-
ingly by means of the RPM, giving insights into the kinetics, diffusion, and structure of the radicals in-
volved. When static and RF fields are applied simultaneously, chemical MFEs are closely related to
more conventional forms of EPR spectroscopy. At this time, the RPM provides the only sound mecha-
nistic basis for interpreting MFEs in biochemistry.
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